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What is CERN?

• CERN is the world's larges
• Particle physics is about:

Elementary particles: The const
F d t l f hi h h ldFundamental forces which hold 

• Particles physics requires:
- special tools to create and stu

1) Accelerators
2) Particle Detectors
3) Powerful computers

Sverr4
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st particle physics centre

tituents all matter in the Universe is made of
tt t thmatter together

udy new particles
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The Large Hadron Cog

• The Large Hadron Collider will c
an energy of 14 TeV (in the late 

• Using the latest super-conducti
operate at about – 271ºC, just ab
absolute zeroabsolute zero.

• With its 27 km circumference, th
largest superconducting installlargest superconducting install

Sverr5
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ollider (LHC)( )

collide beams of protons at 
summer of 2008)

ing technologies, it will 
bove the temperature of 

he accelerator will be the 
ation in the worldation in the world.
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The ATLAS detector

Is nearing completion

Sverr6
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The Computer Centrep
In the 
Computing p g
Centre, we 
are also 
ready!ready!

Sverr7
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e and the Grid
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LHC Computing Gridp g

Largest Grid service in the w

• Almost 200 sites 
in 40 countries

• Tens of 
thousands of 
servers (w/Linux)

• Tens of 
fpetabytes of 

storage

Sverr8
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d

world !
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The isThe is
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Evolution of CERN’s 
computing capacity

During LEP era (1989 –During LEP era (1989 –
2000):

Doubling of compute g p
power every year
Initiated with the move 
f i f t RISCfrom mainframes to RISC 
systems

At an internal conference in
1995:

With my colleagues, I 
made the first 
recommendation to move

Sverr10

recommendation to move 
to PCs
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From LMR
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1) Frequency scaling1) Frequency scaling 

Th 7 “f t” f fThe 7 “fat” years of freque

Pentium Pro (1996): 150 MPentium Pro (1996): 150 M

Pentium 4 (2003): 3.8 GHz

Since then
Core 2 systems:Core 2 systems:

~3 GHz
Quad-coreQuad core

Sverr11
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is over!is over!

li i HEPency scaling in HEP

MHzMHz

z (~25x)

re Jarp - CERN From A.Nowak/CERN openlab
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2) The Power Wall2) The Power Wall
The CERN Computer CentreThe CERN Computer Centre 
electric power

Plus 2MW to remove the co

Spread over a complex infras
CPU Di kCPU servers; Disk servers
Tape servers + robotic equi
Database servers
Other infrastructure servers

AFS, LSF, Windows, Build, e

Network switches and route

Sverr12
This limit will be reached in 2

ny-Core Workshop – March 2008

can “only” supply 2 5MW ofcan only  supply 2.5MW of 

orresponding heat!p g

structure:

ipment

s
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The move to many-coy

Examples of process slots inExamples of process slots in
Sockets * Cores * HW-Threa

Today:Today:
Dual-socket Intel quad-core 

– 2 * 4 * 1 = 8
Dual-socket Sun Niagara (T

– 2 * 8 * 8 = 128

Tomorrow:
Quad-socket Intel Nehalem 

4 * 8 * 2 64– 4 * 8 * 2 = 64
Single-socket Larrabee

– 1 * 24 * 4 = 96

Sverr13
In the near future: Hundreds
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ore systemsy

n serversn servers
ds

(Harpertown):

T2) processors w/8 cores and 8 threads

“octocore” with dual threading

re Jarp - CERN

s of process slots!  
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3) Our programming ) p g g

Event-level parallelism has bEvent-level parallelism has b
Process event-by-event in 

Advantage
Large jobs can be split into

ibl f iresponsible for processing 
Built-in scalability
Great for “capacity computinGreat for capacity computin

Disadvantage
Memory must be made ava

With 2 – 4 GB per process

Sverr14

A dual-socket server with Q
– Needs 16 – 32 GB (or mor
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paradigmp g

been used for decadesbeen used for decades
a single process

o N efficient processes, each 
M tM events

ng” (high-throughput batch computing)ng  (high-throughput batch computing)

ailable to each process

re Jarp - CERN

uad-core processors
re) – we currently buy only 16!
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Core 2 execution porp

Intel’s new 
microarchitecture

Port 0 Po

Integer Intmicroarchitecture 
can execute four 
instructions in 

Integer
Alu

Int. SIMD
Alu

Int
A

Int.
Mu

parallel: x87 FP
Multiply

SSE FP
A

Multiply

FSS
& L

DIV
SQRT

FSS Move
& Logic

QW Shuffle

QW S

Sverr15

QW Shuffle
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rts

ort 1 Port 2 Port 3 Port 4 Port 5

teger IntegerInteger Store Storeteger
Alu

 SIMD
ultiply

Integer
Alu

Int. SIMD
Alu

Integer
Load

Store
Address

Store
Data

FP
Load

FP
Add

FSS Move
& Logic

QW Shuffle

S Move
Logic

QW Shuffle

Alu = Arithmetic, Logical Unit
FSS = FP/SIMD/SSE2
QW = Quadword (64-bits)

Jump Exec
Unit

15

Shuffle

re Jarp - CERN
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4) HEP code density
Averages about 1 instruction 

This “extreme” example sho
if (a

movsd 16(%
subsd 48(%

d d 2il0f

High level C++ code 

Assembler instructions

Cycle Port 0 Port 1

andpd _2il0f
comisd 24(%
jbe ..B5.3     

Assembler instructions 

1

2

3

4

Same 
instructions 
laid out 4

5

6 subsd

7

laid out 
according to 
latencies on 
the Core 2 
processor 

8

9

10 andpd

NB: Out-of-
order 
scheduling 
not taken

Sverr16

11

12 comisd

13

not taken 
into account. 
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per cycle.
ows even less:

abs(point[0] - origin[0]) > xhalfsz) return FALSE;

%rsi), %xmm0
%rdi), %xmm0   // load & subtract

fl t k t 1(% i ) % 0 // d ith k

1 Port 2 Port 3 Port 4 Port 5

floatpacket.1(%rip), %xmm0 // and with a mask
%rdi), %xmm0 // load and compare

 # Prob 43% // jump if FALSE

load point[0]

load origin[0]

d load float-packet

load xhalfsz

re Jarp - CERN
jbe
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Possible rPossible r

Sverr17
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remediesremedies
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1) More efficient mem
Core 0 Core Core 0 Core 1

)
As follows:

Event-
specific

data

Event
specif

data

Event
specific

data

Event
specif

data

Global
data

Globa
data

Physics
processes

Physic
processp

Magnetic
field

Magne
field

Non-
reentrant

Non-
reentra

Sverr18

ee t a t
code code
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mory footprint 
1 Core 2 Core 31 Core 2 Core 3

y p

t-
fic

Event-
specific

data

Event-
specific

data

t-
ic

Event-
specific

data

Event-
specific

data

al Global
data

Global
data

Global
data

cs
ses

Physics
processes

Physics
processes

Physics
processes

Simple Geant4 

tic Magnetic
field

Magnetic
field

Magnetic
field

prototype 
developed at 
Northeastern 

Non-
reentrant

Non-
reentrant

-
ant
Reentrant

code

University

re Jarp - CERN
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2) Teach parallelism) p

Evangelize/teach parallel prograEvangelize/teach parallel progra

Two workshops arranged togetTwo workshops arranged toget
in 2007
Each event:

1 d l t 1 d i1 day lectures, 1 day exercises
5 lecturers (2 Intel + 3 CERN), 45 pa
people oversubscribed
Survey: 100% said expectations met
Next workshop: Late Spring 2008

Licenses for the Intel Threading
(and other SW products) availab

to all CERN users

Sverr19

C
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ammingamming

her w/Intelher w/Intel 

rticipants, 20 

g Tools 
ble
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Part 1: Opportunities 
performance inside a 

First three dimensions

S l Fill th tSuperscalar: Fill the ports
Measure instructions per cy

Pipelined: Fill the stages
Measure bubbles/resourceMeasure bubbles/resource 

SIMD: Fill the register widtSIMD: Fill the register widt
Measure SSE usage

Sverr20
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for scaling 
core

s: Pipelining

ycle

stalls Superscalarstalls

thth SIMD width

re Jarp - CERN

SIMD = Single Instruction Multiple Data
SSE = Streaming SIMD Extensions
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3) Rely on Symmetric

Provided the memory issueProvided the memory issue 
We could easily tolerate 4x

Cycle Port 0 Port 1 P

1 load

2 load
Cycle Port 0 Port 1

1 Cycle Port 0

3

4

5

6 subsd loa
p

2

3

4

5

1

2

3

4

Cycle Por

1

2

3
p

7

8 load

9

10

6 subsd 

7

8

5

6

7

4

5

6

10 andpd

11

12 comisd

13

9

10 andpd

11

12 comisd

8

9

10 andpd

11

7

8

9

10 and

Sverr21

13 12 comisd

13
11

12 com
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c Multithreading

is solvedis solved
x SMT !

Port 2 Port 3 Port 4 Port 5

d point[0]

 origin[0]
Port 2 Port 3 Port 4 Port 5

load point[0]Port 1 Port 2 Port 3 Port 4 Port 5

ad float-
packet

load origin[0]load point[0]

load origin[0]
rt 0 Port 1 Port 2 Port 3 Port 4 Port 5

load point[0]

load origin[0]

packet

d xhalfsz

load float-
packet

load xhalfsz

subsd load float-
packet

subsd load float-
packet

jbe

load xhalfsz

load xhalfsz

dpd

re Jarp - CERN
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Part 2: Parallel execu
multithreaded cores

After having tried to 
maximize capacity within a
corecore

First three dimensions

We move to the next level
Three additional 
dimensions inside a node

HW threads
Processor coresProcessor cores
Sockets

Sverr22

Seventh dimension represe

ny-Core Workshop – March 2008

ution across 

a 
Sockets

Processor cores
e:

HW threads

re Jarp - CERN

nted by multiple nodes.
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Rethink concurrency y

W “bl d” ith lWe are “blessed” with l
Events
P ti l t k dParticles, tracks and ver
Physics processes
I/O streams (Trees, bran
Buffer handling (also co
Fitting variables
Partial sums, partial hist
(Your favorite comes he

Sverr23
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in HEP

t f itots of it:

tirtices

nches)
mpaction, etc.)

tograms
ere)

re Jarp - CERN
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C++ multithreading sg

Beyond auto-vectorization/aBeyond auto vectorization/a

Large selection of low-level 
O MPOpenMP
MPI
pthreads/Windows threads
Threading Building Blocks 
TOP-C (from NE University
RapidMind
Ct (in preparation)
etc. Comple

Sverr24

e c p
Intel Thr
Linux pe
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supportpp

auto-parallelization,auto parallelization,

tools:

(TBB)
y)

mentary tools available at CERN:

re Jarp - CERN

y
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Intel TBB 2.0 overvie

Key features:Key features:
Open source extension to C
Task patterns instead of thTask patterns instead of th

Focus on the work, not the w

Designed for scalable perfoDesigned for scalable perfo
Automatic scaling to use ava

ComponentsComponents
Generic parallel algorithms: pa
Low-level synchronisation primy p
Concurrent containers: concurr
Task scheduler

Sverr25

Memory allocation: cache_align
Timing
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ew
#include "tbb/task_scheduler_init.h"
#include "tbb/parallel_for.h"
#include "tbb/blocked_range.h"

C++ (GPL)
reads

using namespace tbb;
//
task_scheduler_init init;

tasks = atoi( argv[1] );
//

ll l f (bl k d i t (0reads
workers

ormance

parallel_for(blocked_range<int>(0, 
NTracksV, NTracksV / tasks), 
ApplyFit(TracksV, vStations, NStations));

ormance
ailable resources

rallel_for, parallel_reduce, etc.
mitives: atomic, mutex, etc., ,
rent_vector, concurrent_hash_map, etc.

re Jarp - CERN

ned_allocator
More features in preparation
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Examples of parallelis
R Fit (1)RooFit (1)

E ample of Data Anal sis (FExample of Data Analysis (F
Uses MPI to run scatter/ga

Based on the Negative-LogBased on the Negative-Log 
the calculation of separate v
each minimization step

Sverr26

From B.Meadows’s talk at Ro
http://www.slac.stanford.edu
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sm:

Fitting) in BaBar (SLAC)Fitting) in BaBar (SLAC)
ther
Likelihood function which requiresLikelihood function which requires 

values for each free parameter in 

re Jarp - CERN

ooFit Mini Workshop @ SLAC (December 2007):
u/BFROOT/www/doc/Workshops/2007/BaBar_RooFit/Agenda.html
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RooFit (2)( )

It works well in case of largeIt works well in case of large

Sverr27
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number of parameters number of parameters

re Jarp - CERN



Shanghai Man

Programming strategg g g

Advice given to programminAdvice given to programmin
Get memory usage (per pro

To allow higher multiprogramTo allow higher multiprogram

Draw maximum benefit from
Introduce gross grained soIntroduce gross-grained so

To allow further scaling with

Revisit vector constructs atRevisit vector constructs at
Gain performance inside ea

Use appropriate tools (perfUse appropriate tools (perf
To monitor detailed program

Sverr28
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giesg

ng community:ng community:
ocess) under control
mming level per servermming level per server

m hardware threading
oftware multithreadingoftware multithreading

 large core counts

t the very baset the very base
ch core

fmon2/Thread Profiler etc )fmon2/Thread Profiler, etc.)
m behaviour

re Jarp - CERN
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Conclusions

CERN and its community areCERN and its community are
computing issues!

S l ti i thSome solutions are easier th
Switch on SMT in the BIOS
R d f t i tReduce memory foot-print
Gradually introduce paralle
Build an additional (5 MW?
Revisit vectors

But, above all, maintain soft

I t t h

Sverr29

In any case, we must teach p
the 7 hardware dimensions!
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e in front of several “new”e in front of several new  

h thhan others:
S (whenever relevant)

elism (across cores)
?) computer centre

tware scalability and portability

t b t f

re Jarp - CERN

programmers to be masters of 


